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Abstract11

Data were collected in 2010 using proton-proton collisions at a center of mass energy12

of 7 TeV were used to study particle flow correlations. Particle flows are measured in the13

minimum bias events using clusters of energy in the ATLAS calorimeters, taking advantage14

of their fine granularity. The results on the angular correlation between clusters and the15

correlation between the mean cluster momentum and the number of clusters are presented.16

The results are compared to the 900 GeV results and Monte Carlo predictions.17
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1 Introduction18

The current note extends the underlying event studies presented for 900 GeV data in Ref. [1]. As for19

the previous note, the current studies use clusters of energy (termed topoclusters in the remainder of this20

paper). The measurement is performed in three regions of phase space, as shown in Figure 1 where the21

”transverse” region is the region which is considered to be the most affected by the soft QCD processes22

responsible for the underlying event.23
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Figure 1: A schematic representation of several phase-space regionsused for studies in this note

As explained in [1], the studies using topoclusters have several importantfeatures. Firstly, it provides24

a means to be sensitive to the entire hadronic final state (including neutral hadrons). Secondly, the25

analysis is complementary to the corresponding analysis using charged particles but with completely26

independent systematics. Finally, jet reconstruction is based almost entirelyon energy deposition in27

the calorimeter and this analysis of the underlying event can be used directlyto estimate the effect of28

underlying event on the jet energy measurement.29

2 Data selection and MC samples30

The data used in this analysis were taken in 2010 during which period the LHCoperated at a center31

of mass energy of 7 TeV. The calorimeter systems were essentially fully functional; during this run-32

ning period, there were approximately 2% non-functional channels in the tilehadronic calorimeter and33

approximately 1% non-functional channels in the liquid argon calorimeters [2, 3].34

The 7 TeV data used in this analysis were collected during 2010. The following runs were used:35

152166 (206<= lbn <= 300), 152221 (5<= lbn <= 167), 152214 (159<= lbn <= 201) 15234536

(128<= lbn <= 207), 152409 (124<= lbn <= 716), 152441 (307<= lbn <= 672), 152777 (58<=37

lbn <= 339), 152844 (177<= lbn <= 234). This corresponds to an integrated luminosity of about 23838

µb−1. A total of about 7.7M events were collected from colliding proton bunchesin which the MBTS139

trigger recorded one or more hits on either side of the calorimeter.40

The events to be analyzed were selected using an identical procedure asdescribed in [4]. In a sim-41

ilar approach to that presented in [4], only clusters withpT > 0.5 GeV and|η | < 2.5 1 are consid-42

ered. The datasets used were those obtained from the first reprocessing. The analysis was done using43

1ET > andpT are respectively the cluster energy and momentum transverse to the beam direction.
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ESD/AOD files, converting them into the NtupleMaker [5] format to reduce thesize and to increase the44

data reading rate. The NtupleMaker keeps information on topoclusters andtruth particles in the form of45

a TLorentzVector-derived class (unlike D3PD which are based on vectors of numbers).46

The QCD predictions for the hadronic final state inpp collisions are based on the PYTHIA 6.447

Monte Carlo model [6]. This model is based on the MC09 tune [7] which employs thepT-ordered parton48

shower and the MRST LO* parton density functions [8]. The parameters were adjusted to describe49

charged-multiplicity distributions in minimum-bias events measured at 630 GeV and 1.8 TeV in pp̄50

collisions [9].51

In addition to the MC09 tune, the following two PYTHIA parameter sets are used: (1) the Perugia052

set [10] in which the soft-QCD part is tuned using only minimum-bias data from the Tevatron and CERN53

pp̄ colliders; (2) the DW[11] PYTHIA tune, which uses the virtuality-orderedshowers and was derived54

to describe the CDF Run II underlying event and Drell-Yan data.55

The following Monte Carlo data sets were used at the AOD level:56

mc09_7TeV.105001.pythia_minbias.recon.AOD.e517_s764_s767_r120457

mc09_7TeV.108313.pythia_minbias_Perugia0.recon.AOD.e514_s764_s767_r120458

mc09_7TeV.108310.pythia_minbias_DW.recon.AOD.e514_s764_s767_r120459

mc09_7TeV.106096.PhojetNdiff.recon.AOD.e514_s764_s767_r120460

mc09_7TeV.106097.PhojetSdiff.recon.AOD.e514_s764_s767_r120461

mc09_7TeV.106098.PhojetDdiff.recon.AOD.e514_s764_s767_r120462

The main analysis is done with the first MC set, while the other two tunes are usedfor systematics63

studies as discussed below. The PHOJET MC model [12] was used to check the diffractive contribution64

as discussed in Sect. 6.65

For the corrections, the truth particles are selected if their lifetimesτ are smaller than 3· 10−10
66

seconds. Neutrinos are excluded from consideration. According to thisdefinition,KS
0 ’s, Λ’s andΣ± are67

treated as stable particles particle2.68

To provide high statistics Monte Carlo samples for comparison with the unfoldeddata and in order to69

study other MC tunes, the NtupleMakerTruth [13] was used to generate ROOT tree with TLorentzVector70

records. The official Monte Carlo production option files were used. The truth level to be shown on all71

final figures was generated with the statistics a factor 5-10 larger than thatused for data unfolding.72

3 Analysis Strategy73

This note extends Ref. [1] with similar studies using the 900 GeV data.74

Figure 2 shows the number of reconstructed reconstructed topoclustersversus the number of sta-75

ble particles in simulated minimum bias events. Reconstructed topoclusters are required to havepT >76

0.5 GeV The figure shows strong correlation and it is clearly meaningful to consider topoclusters a mea-77

sure of particle activity.78

Similarly, Figure 3 shows the correlation between the calibrated topoclusters and the primary tracks79

selected as discussed in the track-based studies [14, 15]. A perfect correlation is observed for data80

and the Monte Carlo simulation. The average and the RMS values of this 2D distribution agree with81

the MC simulation within a few %. The Kolmogorov-Smirnov (KS) test reports thatthe data and MC82

distributions are approximately identical (with a probability of 9.99999999942936424e-01).83

The analysis presented here follows a similar approach to that which has been carried using only84

charged particles [14, 15]. We will first show that the topocluster distributions in pp collisions are well85

modeled in full simulation. A key issue and one which is critical in determining topocluster multiplicity86

2For the AOD/ESD analysis, all particles with the barcode above 200000 or equal 0 were removed.
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Figure 2: Correlation between multiplicities of calibrated topocluster and stable truth particles in
PYTHIA MinBias events at a centre of mass energy of 900 GeV.
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Figure 3: Correlation between multiplicities of calibrated topocluster and primarytracks in data and
PYTHIA MinBias events at a centre of mass energy of 900 GeV.
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is the calorimeter energy scale and its modeling in the ATLAS simulation. This is established using87

the response of the calorimeters for isolated charged hadrons as a function of particle momentum and88

also checked usingπ0 decays reconstructed using standard topoclusters. Finally, the large variation in89

response as a function of particle momentum introduces a variation in acceptance and the Monte Carlo90

is used to determine bin-by-bin correction factors to correct observed distributions to stable particle91

distributions. These may then be used for comparison to model predictions for minimum-bias events.92

4 Topocluster properties93

Figure 4 shows a comparison betweenppcollision data and the minimum bias MC simulation for several94

topocluster variables, selecting the topoclusters withpT > 0.5 GeV: the number of clusters, thepT, η95

andφ distributions, where the distributions are normalized to unit area. The Monte Carlo includes all96

known detector inefficiencies such as those from non-functional calorimeter channels as well as our best97

knowledge of the material in front of the calorimeter (such as from the innerdetector and its services).98

Excellent agreement is observed for PYTHIA MC09 and PYTHIA Perugia0 tune forpT, η andφ . Small99

discrepancies between data and Monte Carlo are seen for the multiplicity distribution which are attributed100

to the presence of diffractive events.101
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Figure 4: Topocluster properties inpp minimum bias collisions at 900 GeV compared to Monte Carlo
simulation for topoclusters withpT > 0.5 GeV: topocluster multiplicity,pT distribution,η distribution
andφ distribution. All distributions are normalized to unit area.

One of the main motivations for this analysis is to reconstruct particle densities indifferent phase-102
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space regions motivated by the UE physics. Figures 5 and 6 show the shape comparisons for data and MC103

for pT andη in the regions of the phase space illustrated in Fig. 1. A reasonable agreement is observed104

between data and the MC09 and Perugia0 PYTHIA tunes.105
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Figure 5: A comparison between data and Monte Carlo for topocluster’spT in different regions as de-
scribed in the text.

The particle densities for this analysis are defined by dividing the number ofentries in a given bin106

by the total number of events and by the bin size, where the total number of events is calculated as the107

number of events which have a leading cluster withpT > 1 GeV. Figure 7 shows the shape distributions in108

Fig. 4 transformed into particle densities as defined above. Good agreement between data and PYTHIA109

MC09 is still evident. PYTHIA Perugia0 shows small differences in the normalization.110

As the correction for acceptance and purity is based on Monte Carlo, an essential issue is the precision111

with which the Monte Carlo reproduces the energy deposition in the calorimeter. This has been studied112

in depth using isolated tracks in minimum bias data, after extrapolating tracks to thecalorimeter surface.113

For calibrated topoclusters, the differences between data and MC are shown in Figs. 8, 9 and 10. In114

average, the discrepancy between the data and MC is at the 5% level. It should be pointed out that the115

differences between data and MC for< E/p> in the central pseudorapidity region are larger compare to116

the 900 GeV data [1]. The difference between data and MC is taken into account after applying scaling117

factors derived from the data presented in 8 and 9 (see Sect. [?]).118
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Figure 6: A comparison between data and Monte Carlo for topoclusterη as described in the text.
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Figure 7: A comparison between data and Monte Carlo for topocluster densities as described in the text.
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Figure 8:E/p as a function ofP in differentη bins for isolated tracks topoclusters matched to charged
tracks inpp minimum bias events at a center of mass energy of 7 TeV. The clusters were selected after
the local hadronic calibration.
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Figure 9:E/p as a function ofP in differentη bins for isolated tracks topoclusters matched to charged
tracks inpp minimum bias events at a center of mass energy of 7 TeV. The clusters were selected after
the local hadronic calibration.
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Figure 10:E/p as a function ofP in differentη bins for isolated tracks topoclusters matched to charged
tracks inpp minimum bias events at a center of mass energy of 7 TeV. The clusters were selected after
the local hadronic calibration.

5 Uncorrected distributions119

As for earlier analyses [14, 15], we will study the particle density as a function of thepT of the leading
cluster in the event. Figure 11 shows the distance in azimuthal angle between the leading cluster in the
event and any other cluster withpT > 0.5 GeV. The clusterpT was calculated using the calibrated energy
scale (hadronic scale). A comparison was performed with the PYTHIA modelafter the full detector
simulation. The PYTHIA model was tuned using the standard MC09 ATLAS tuneand the Perugia0
tune. The density per unit of rapidity is defined as

N
(ηmax−ηmin)

1
Nevδφ

,

whereN is the number of entries in theδφ bin of the size 0.16 rad andηmax−ηmin = 5 represents the full120

pseudorapidity range andNev is the number of events triggered by a cluster withpT above some value.121

Figure 11 can be used to understand several properties of the hadronic final state in the minbias122

events: the birth of the leading jet as the energy scale increases, the development of a second leading123

jet which balances the leading jet. The width of the peak atδφ can be used to estimate the size of the124

hadronic jets at the scales defined by thepT(lead). All features of the distribution shown Figure 11 are125

also seen for the averagepT of calibrated topoclusters as a function ofδφ (see Fig. 12).126

Figure 13 shows the average number of topoclusters as a function of thepT(lead) of the number of
topoclusters. The normalized density distributions are calculated as:

N
(ηmax−ηmin)

1
Nev∆φ

,
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Figure 11: Cluster densities as a function of the distance in azimuthal angle between the leading cluster
and any other cluster in the event. The density forpT(lead) > 3 GeV was shifted by 0.1 for a better
separation from the other distributions.
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whereN is the number of entries in bins ofpT(lead), Nev is the number of events, and∆φ is the range in127

φ . In the case of the toward, away and transverse regions,∆φ = 0.33·2π rad. Although there is rather128

good agreement overall, the data lies systematically above the Monte Carlo predictions in all regions.129

As is the case for theδφ distribution, differences between data and Monte Carlo models can be seen130

for the averagepT of topoclusters as a function ofpT(lead) (see Fig. 14). Here again, although there is131

generally good agreement, in this case the data lies systematically below the MonteCarlo predictions.132

As for the previous plot, the Perugia0 PYTHIA tune fails to describe the data, while the MC09 tune is133

significantly closer to the data, but still fails to describe the topocluster activityin the transverse region.134
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Figure 13: The average number of topoclusters per event per unit interval in η , φ as a function of
pT(lead) for the different regions defined in Fig. 1.

Finally, Fig. 15 shows the averagepT as a function of the topocluster multiplicity. This plot is135

analogous to that given in Ref. [4]. It should be noted that unlike the previous distributions, the leading136

cluster was included in order to perform the direct comparison with the track-based distribution shown137

in [15] (this explains the origin of the low-multiplicity peak for the toward region). The conclusion about138

a good agreement with the Perugia0 tune and failure of the MC09 tune is the same as for the tracking139

study [4].140

We will summarize this section with the following observations: 1) the reconstructed event topology141

is not in agreement with the discussed MC tunes. For some distributions, PYTHIA MC09 tune gives a142

better description (but still not perfect in the transverse region), while for others, the Perugia0 tune is in143

good agreement with the data; 2) the fact that all such observations are ingood quantitative agreement144

with the tracking studies [4, 14, 15] is an indication that the topocluster observables are sensitive to145

the underlying physics included in the MC truth generators and are not strongly affected by systematic146

effects (which will be studied in this note later).147
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Figure 14: The averagepT of topoclusters per event per unit interval inη , φ as a function ofpT(lead)
for the different regions defined in Fig. 1.
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Figure 15: The average topocluster transverse momentum per event calculated using clusters with
pT(lead) > 0.5 GeV as a function ofpT(lead) for the different regions defined in Fig. 1.
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6 Diffraction148

To understand the contribution from diffractive events, we have used the PYTHIA MC09 models with149

single (SD) and double diffraction (DD) as described in Sect. 2. The minimum-bias events were mixed150

with the single and double diffractive events in accordance with the corresponding cross sections defined151

by PYTHIA.152

To illustrate the contribution from diffractive events, Fig. 16 shows the visible cross section differ-153

ential in pT at the detector-level as a function ofpT(lead) from 0.5 to 2 GeV. The shaded histograms154

show the single and double diffractive contribution to the visible cross section in PYTHIA. The diffrac-155

tive contribution is at the level of 13% (SD) and 2% (DD) forpT(lead) > 0.5 GeV. It decreases to 3%156

and 1%, respectively, forpT(lead) > 1 GeV. The diffractive contribution is negligible forpT(lead) > 2157

GeV (below 1%). With this observation in mind, the analysis was done forpT(lead) > 1 GeV where the158

diffractive contribution is smaller than the overall systematic uncertainty (to bediscussed in Sect. 8).159
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Figure 16: The visible differential cross section for calibrated topoclusters using the PYTHIA model.
The largest shaded area (in red) shows the contribution from single diffraction, while the green histogram
(smallest contribution) shows the contribution from double diffractive.

Unlike PYTHIA 6, the PHOJET Monte Carlo model [12] generates diffractive processes which are160

not restricted to low-pT. The PHOJET model was used to calculate the densities in two steps: without161

diffractive events and with diffractive events (SD,DD) using the predictions for the truth cross sections.162

As an example, Figs. 17 and 18 show the PHOJET MC densities without diffraction (labeled as NDiff)163

and with diffraction (NDiff+SDiff+DDif). Diffractive events were mixed with non-diffractive events164
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using their corresponding cross sections. It can be see that the diffrative contribution is small compared165

to differences between different tunes.166
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Figure 17: Cluster densities in PHOJET as a function of the distance in azimuthal angle between the
leading cluster and any other cluster in the event. The density forpT(lead) > 3 GeV was shifted by 0.1
for a better separation from the other distributions.

7 Data unfolding using bin-by-bin corrections167

Due to the complexity of the measured variables, a bin-by-bin correction procedure is used to unfold the
observed distributions to the hadron level. The correction factors

C =
A

gen

A det ,

are evaluated separately for each observable. In the above expression,A gen is calculated at the generator-168

level of PYTHIA MC09 andA det is that at the detector-level of this model. The corrected value for an169

observable is found by multiplying its measured value by the relevant correction factor. The correction170

factors thus unfold the data to the hadron level and include corrections for event selection, efficiency,171

purity, bin-by-bin migration, and smearing of the distributions when the leadingparticle is misidentified172

and the second leading cluster is used to set the energy scale. In the latter case, this leads a smearing of173

particle densities.174

In the case thatA is a simple particle-counting observable, the bin-by-bin correction can be repre-
sented as a ratio of the purity to the reconstruction efficiency:

C = ρ/e,

whereρ is a purity calculated as the ratio:

ρ =
N(reco⊕ gen)

N(reco)
,
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Figure 18: The average number of topoclusters per event per unit interval in η , φ as a function of
pT(lead) for the different regions defined in Fig. 1 for the PHOJET MC.

and whereN(reco⊕ gen) is the number of reconstructed tracks which originate from truth particles
generated in same bin.N(reco) is the number of events with reconstructed tracks counted in the same
bin, irrespective of their origin. The efficiency is defined as usual:

e=
N(reco⊕ gen)

N(gen)
,

whereN(gen) is the number of generated truth particles in the same bin whereN(reco⊕ gen) is re-175

constructed. Note that the efficiency is directly calculable and includes an event-selection and standard176

cluster-reconstruction efficiency. The purity correction mainly reflects smearing effects due to mismea-177

surement of the leading cluster used for the density calculations which are difficult to take into account.178

Thus the advantage of using the bin-by-bin correction is that it unfolds data in one step.179

As for any detector unfolding to the hadron level, the bin-by-bin correction depends on the truth-180

level MC input. The model dependence affects the efficiency correction(mainly due to variations in181

particle types) and the purity (different underlying hadron-level distributions have different fractions of182

misreconstructed objects in each bin and different bin-by-bin migrations).To reduce a model dependence183

of the unfolding procedure, bin-by-bin migrations were minimized by using binsizes larger than the184

resolutions in the bins for the distributions presented in this paper.185

The model dependence can be checked by using different MC simulationsof the truth level. It should186

be noted that a good description of the detector-level distributions is required to extract the bin-by-bin187

correction. This can be achieved after the re-weighting or retuning the truth-level of MC models.188

Figure 19 shows theδφ density for all stable particles at the truth level and reconstructed topoclusters189

at the detector level. The ratio of those (i.e. the bin-by-bin correction factors) are shown in the bottom190

plot. The correction tends to increase with the increase ofpT(lead) as expected from the resolution effect191



May 20, 2010 – 16 : 49 DRAFT 17

and since more and more clusters start to overlap in the region with large particle densities. The difference192

between bin-by-bin corrections extracted using different PYTHIA tunes is significantly smaller than the193

difference seen at the truth level of these MC tunes.194

Similarly, Figure 20 shows the averagepT as a function ofδφ for all stable particles at the truth level195

and reconstructed topoclusters at the detector level. The ratio of those (i.e. the bin-by-bin correction196

factors) are shown in the bottom figures. In this case, the measurements have small bin-by-bin correc-197

tions since they are less affected by the migration of topoclusters below the minimum pT cut. Yet, this198

observable has enough sensitivity to different MC tunes as shown in Fig.12 for the detector level.199
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Figure 19: Densities for the truth level (stable particles) and the detector levels (calibrated topoclusters)
as a function ofδφ . The bin-by-bin correction factors are shown at the bottom.

Figures 21 and 22 show the densities for all truth stable particles and calibrated topoclusters at the200

detector level. The corresponding detector-level distributions are shown in Figs. 13 and Fig. 14. The201

bin-by-bin correction factors are also shown. The correction factorsare generally large and increase with202

pT up to 100%. This is mainly due to the resolution effect as discussed in Sect. 4:For largepT, there are203

large losses of the leading cluster and the correction factor at largepT(lead) attempts to correct for such204

an inefficiency effect. In addition, clusters can overlap in the toward (away) regions where the density205

of clusters is high. The correction factors in the transverse region, which is the most interesting for the206

UE studies, are at the level of 50% and almost independent ofpT. Finally, Fig. 23 shows the averagepT207

as a function of topocluster multiplicity. The correction factors are small and almost independent of the208

numbers of clusters.209

We will summarize this section with the following observation: unlike the tracking-based studies [14,210
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Figure 20: AveragepT for the truth level (stable particles) and the detector levels (calibrated topoclusters)
as a function ofδφ . The bin-by-bin correction factors are shown at the bottom.
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Figure 21: Densities for the truth level (charged stable particles) and the detector levels (clusters) as a
function of pT(lead). The bin-by-bin correction factors are shown on the right-hand side.
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Figure 22: The average transverse momenta for the truth level (chargedparticles) and the detector levels
(clusters)as a function ofpT(lead). The bin-by-bin correction factors are shown on the right-hand side.
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Figure 23: The average transverse momenta for the truth level and the detector levels (clusters) as a
function of multiplicities. The correction factors are shown on the right-handside.
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15], the detector correction factors are larger and tend to increase with increasingpT. For the transverse211

region, the correction factors are about 50%. (For the tracking studies, the bin-by-bin corrections were212

20% [15]). The correction factors in the toward and the away region canreach 100% at largepT(lead).213

The correction factors for the measurements shown in Figs. 20 and 23 aresmall.214

It should be noted that correction factors can be large and the measurements can still be considered to215

be reliable if the systematics is fully understood (large correction factors usually mean large systematics,216

which can easily wash out physics conclusions), and the unfolding procedure does not change physics217

conclusion drawn from the detector-level measurements. For the future studies, we will consider only218

measurements which have bin-by-bin corrections smaller than 50%.219

8 Systematics220

The systematic uncertainties on the measured densities were determined by changing the selection cuts221

or the analysis procedure and repeating the analysis. The following systematic studies have been carried222

out, with a typical resulting uncertainty for the given in parentheses:223

• The main systematic uncertainty comes from the energy scale of calibrated topoclusters.±5%224

energy scale uncertainty is expected for most pseudorapidity regions for the clusters at the EM-225

scale. Differences between the data and the MC increase to±10% in the transition region (|η | >226

1.55 and|η | < 1.8). On average, the energy scale uncertainty for the calibrated topoclusters is227

within ±5% for a wide range of topocluster momentum, from 0.5 to 10 GeV.228

The energy scale uncertainty was taken into account by decreasing andincreasing thepT of229

topoclusters in the data, keeping the same topoclusterpT in the MC. The scaling factors were230

determined using a grid inη andP (momentum) of the tracks used for matching with topoclusters.231

The energy scale uncertainty discussed above is significantly larger thanthe uncertainty of the232

event selection (including the trigger selection of the minimum bias events); [4].233

• Generally, the electronic noise may not be well described by MC. This effect, however, is at the234

level of 10 MeV for cells, is difficult to propagate correctly to topocluster measurements, since235

the noise should not always be coherently added for the topocluster energies. Generally, this236

uncertainty is taken into account by the energy scale uncertainty discussed above.237

• Positions of topocluster centers inη andφ were shifted by the size of one cell (±0.025,±0.025238

rad) in the LArg calorimeter (less than< 1%);239

• Since no correction for the diffractive contribution was applied, the measurement was performed in240

the regions of thepT(lead) where the diffractive contribution is small (see Sect. 6). As additional241

systematics, all events with the number of topoclusters below 3 were removed.(< 1%.);242

• The bin-by-bin corrections were estimated using a MC with an extra 10% material in front of the243

tracking system. The extra material decreases the efficiencies and thus increases the bin-by-bin244

correction factor. (+1.5%); In addition, a check was done using alternative detector geometry245

which has more material for the region|η | > 2;246

• A model dependence of the bin-by-bin corrections was estimated using the alternative Perugia0247

tune, as shown in Sect. 7. This corresponds to 1− 2% uncertainty. Given that the use of the248

PYTHIA Perugia0 model for the bin-by-bin corrections leads to small uncertainties compared to249

other systematics, the truth-level of this model was not re-weighted to give aproper description of250

the detector-level distributions.251



May 20, 2010 – 16 : 49 DRAFT 23

Check N/dδφ < pT > vs N < N > vs pT(lead)
Event selection ±0.5% ±0.5% 1.5%
Energy scale ±5.1% ±1.5% ±5%
φ positions ±1.3% ±0.2% ±0.2%
η positions ±0.2% ±0.2% ±0.2%

Additional material ±0.5% ±0.8% ±1.8%
Model dependence ±2% ±1.0% ±1.5%

Table 1: A summary of systematic checks and typical contributions to the valuesfor different types of
measurements.

Table 1 summarizes the systematic uncertainties for different observables.252

We did not include a possible systematic uncertainty from the PHOJET Monte Carlo model [12]253

since it significantly fails to describe the data at largepT(lead) [4]. For the bin-by-bin corrections, an254

adequate description of detector-level distributions is required, thus the truth-level of PHOJET should255

be re-weighted before the extraction of the bin-by-bin corrections. ThePHOJET MC has exactly the256

same fragmentation as for PYTHIA, thus we do not expect this model to be useful for estimation of the257

systematical uncertainties related different modeling of the fragmentation stage. The HERWIG Monte258

Carlo model [16, 17] is presently unavailable.259

The overall systematic uncertainty was determined by adding the above uncertainties in quadrature.260

9 Results261

In this section, the final results obtained after the detector corrections arediscussed. Only distributions262

which have the smallest bin-by-bin correction factors have been used for the final measurements. As263

discussed before, due to significant losses of leading clusters at largepT(lead) and cluster overlaps in264

the regions of high particle density (the toward and away regions), the correction factors are significant.265

The most affected distributions are the density distributions as a function ofpT(lead) and thepsum
T266

distribution in the toward and away regions. Thus the physics conclusion for such measurements can be267

significantly biased towards the MC simulation used for extrapolation.268

Figure 24 shows the density distribution of the particles corrected to the hadron level as a function of269

the distance in the azimuthal angle between the leading particle and other particles in an event. The dis-270

tribution was unfolded using the bin-by-bin correction as shown in Fig. 19.The systematic uncertainties271

are almost fully correlated. They are shown by the green band which alsoincludes the statistical errors272

added in quadrature. The data are compared to the PYTHIA truth with the MC09, Perugia0 and DW273

tunes. Although the general shapes of the Monte Carlo distributions are similar to that of the data, none274

of the three Monte Carlo tunes match the data precisely.275

Figure 25 shows the average transverse momenta as a function of the distance in the azimuthal angle276

between the leading particle and other particles in an event. The distribution wasunfolded using the277

bin-by-bin correction as shown in Fig. 20.278

Figures 26 and 28 show the particle density and the average momenta of particles corrected to the279

hadron level as a function ofpT(lead). Both measurements were done in the transverse region where the280

density of particles is not very high and thus the detector corrections are the smallest.281

Figures 30 shows the average momenta as a function of charged multiplicity. The right-hand plot282

shows the same distribution as that discussed in Ref. [4] for tracks. As for the previous topocluster283

measurements, all MC tunes fail to describe the activity in the transverse region.284

The tables with the detector-corrected data shown in this section are given inthe ”Appendices”285

section.286

Figures 27 and 29 show the same distributions as before but compared to the900 GeV data.287
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Figure 24: The density of particles per unit of pseudorapidity as a function of the distance between the
leading particle and other particles in an event. The green band shows the statistical and systematical
uncertainties added in quadrature. The density forpT(lead) > 3 GeV is shifted by 0.2 for a better
representation.
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Figure 25: The average transverse momenta of particles as a function of the distance between the leading
particle and other particles in an event. The green band shows the statisticaland systematical uncertain-
ties added in quadrature. The density forpT(lead) > 3 GeV is shifted by 0.1.
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Figure 26: The average number of particles per event in one unit interval in η andφ as a function of the
pT(lead) for the transverse region indicated in Fig. 1
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Figure 27: The average number of particles per event in one unit interval in η andφ as a function of the
pT(lead) for the transverse region indicated in Fig. 1 compared to 900 GeV data.
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Figure 28: The average transverse momenta of particles as a function of the pT(lead) for the transverse
region indicated in Fig. 1.
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Figure 29: The average transverse momenta of particles as a function of the pT(lead) for the transverse
region indicated in Fig. 1 compared to 900 GeV data.
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Figure 30: The average transverse momenta of particles as a function of charged-particle multiplicity for
different regions of the phase space indicated in Fig. 1.

10 Summary288

In this note, density and the average transverse spectra are studied andcompared with the PYTHIA289

predictions with different tunes. All predictions fail to describe well the density distribution as a function290

of the azimuthal angle between the leading charged particle and any other particle in an event.291

Different PYTHIA tunes fail in different extent. All Monte Carlo predictions fail to describe the292

particle densities as a function ofδφ . For the average transverse momentum as a function ofδφ , a good293

agreement is observed for PYTHIA MC09 tune, while Perugia0 and DW turn to underestimate the data.294

Similarly, the lack of activity of the hadronic final state in the transverse region is seen in the density295

distribution and the average transverse momenta as a function of thepT(lead). For the density and the296

average transverse momenta as a function of thepT(lead), the DW tune is the closest to the data, while it297

fails to describe the average particle momentum as a function of particle multiplicity.The MC09 and the298

Perugia0 tunes are below the data for the particle densities. The above conclusion quantitatively agrees299

with that for charged particles [14, 15]. and provides a systematically independent measurement to that300

obtained using tracks.301
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N/dδφ vs δφ
pT(lead) > 1 GeV pT(lead) > 2 GeV pT(lead) > 3 GeV

bin center value error value error value error
−3.063 0.740 ±0.001+0.053

−0.040 1.101 ±0.001+0.053
−0.047 1.614 ±0.002+0.053

−0.065
−2.910 0.733 ±0.001+0.047

−0.044 1.089 ±0.001+0.047
−0.053 1.594 ±0.002+0.047

−0.074
−2.757 0.722 ±0.001+0.052

−0.039 1.071 ±0.001+0.052
−0.044 1.566 ±0.002+0.052

−0.062
−2.604 0.701 ±0.001+0.043

−0.042 1.038 ±0.001+0.043
−0.050 1.520 ±0.002+0.043

−0.071
−2.451 0.691 ±0.001+0.046

−0.038 1.021 ±0.001+0.046
−0.043 1.489 ±0.002+0.046

−0.061
−2.298 0.668 ±0.001+0.039

−0.042 0.986 ±0.001+0.039
−0.052 1.443 ±0.002+0.039

−0.074
−2.144 0.655 ±0.001+0.041

−0.036 0.966 ±0.001+0.041
−0.042 1.413 ±0.002+0.041

−0.060
−1.991 0.637 ±0.001+0.038

−0.040 0.938 ±0.001+0.038
−0.049 1.375 ±0.002+0.038

−0.069
−1.838 0.623 ±0.001+0.036

−0.038 0.915 ±0.001+0.036
−0.046 1.347 ±0.002+0.036

−0.065
−1.685 0.611 ±0.001+0.040

−0.035 0.896 ±0.001+0.040
−0.041 1.321 ±0.002+0.040

−0.057
−1.532 0.600 ±0.001+0.035

−0.038 0.879 ±0.001+0.035
−0.047 1.299 ±0.002+0.035

−0.066
−1.379 0.595 ±0.001+0.040

−0.034 0.872 ±0.001+0.040
−0.039 1.286 ±0.002+0.040

−0.056
−1.225 0.587 ±0.001+0.035

−0.037 0.859 ±0.001+0.035
−0.046 1.269 ±0.002+0.035

−0.065
−1.072 0.590 ±0.001+0.040

−0.034 0.860 ±0.001+0.040
−0.039 1.269 ±0.002+0.040

−0.055
−0.919 0.591 ±0.001+0.036

−0.038 0.858 ±0.001+0.036
−0.046 1.268 ±0.002+0.036

−0.065
−0.766 0.605 ±0.001+0.041

−0.035 0.874 ±0.001+0.041
−0.042 1.279 ±0.002+0.041

−0.058
−0.613 0.627 ±0.001+0.041

−0.036 0.901 ±0.001+0.041
−0.043 1.308 ±0.002+0.041

−0.059
−0.460 0.661 ±0.001+0.042

−0.043 0.953 ±0.001+0.042
−0.053 1.371 ±0.002+0.042

−0.073
−0.306 0.714 ±0.001+0.048

−0.038 1.039 ±0.001+0.048
−0.043 1.491 ±0.002+0.048

−0.059
−0.153 0.778 ±0.001+0.047

−0.052 1.143 ±0.001+0.047
−0.064 1.656 ±0.002+0.047

−0.087
−0.000 0.832 ±0.001+0.052

−0.043 1.235 ±0.002+0.052
−0.049 1.805 ±0.002+0.052

−0.072
0.153 0.780 ±0.001+0.048

−0.053 1.146 ±0.001+0.048
−0.065 1.661 ±0.002+0.048

−0.089
0.306 0.718 ±0.001+0.048

−0.038 1.044 ±0.001+0.048
−0.043 1.497 ±0.002+0.048

−0.061
0.460 0.663 ±0.001+0.043

−0.043 0.956 ±0.001+0.043
−0.053 1.374 ±0.002+0.043

−0.072
0.613 0.628 ±0.001+0.041

−0.037 0.904 ±0.001+0.041
−0.043 1.313 ±0.002+0.041

−0.059
0.766 0.606 ±0.001+0.041

−0.036 0.876 ±0.001+0.041
−0.042 1.284 ±0.002+0.041

−0.059
0.919 0.593 ±0.001+0.036

−0.038 0.860 ±0.001+0.036
−0.047 1.268 ±0.002+0.036

−0.065
1.072 0.590 ±0.001+0.040

−0.034 0.860 ±0.001+0.040
−0.039 1.269 ±0.002+0.040

−0.055
1.225 0.588 ±0.001+0.035

−0.037 0.858 ±0.001+0.035
−0.045 1.271 ±0.002+0.035

−0.063
1.379 0.596 ±0.001+0.040

−0.034 0.871 ±0.001+0.040
−0.040 1.286 ±0.002+0.040

−0.057
1.532 0.599 ±0.001+0.035

−0.038 0.879 ±0.001+0.035
−0.047 1.298 ±0.002+0.035

−0.066
1.685 0.612 ±0.001+0.040

−0.035 0.897 ±0.001+0.040
−0.041 1.321 ±0.002+0.040

−0.059
1.838 0.625 ±0.001+0.037

−0.038 0.918 ±0.001+0.037
−0.046 1.349 ±0.002+0.037

−0.066
1.991 0.637 ±0.001+0.038

−0.040 0.936 ±0.001+0.038
−0.049 1.370 ±0.002+0.038

−0.069
2.144 0.654 ±0.001+0.041

−0.036 0.963 ±0.001+0.041
−0.042 1.410 ±0.002+0.041

−0.059
2.298 0.670 ±0.001+0.038

−0.043 0.988 ±0.001+0.038
−0.054 1.445 ±0.002+0.038

−0.075
2.451 0.689 ±0.001+0.046

−0.037 1.020 ±0.001+0.046
−0.043 1.488 ±0.002+0.046

−0.061
2.604 0.704 ±0.001+0.042

−0.042 1.041 ±0.001+0.042
−0.051 1.523 ±0.002+0.042

−0.071
2.757 0.724 ±0.001+0.050

−0.039 1.074 ±0.001+0.050
−0.044 1.568 ±0.002+0.050

−0.063
2.910 0.733 ±0.001+0.047

−0.044 1.090 ±0.001+0.047
−0.053 1.598 ±0.002+0.047

−0.075
3.063 0.742 ±0.001+0.051

−0.041 1.102 ±0.001+0.051
−0.047 1.616 ±0.002+0.051

−0.066

Table 2: The density of particles per unit of pseudorapidity as a function of the distance between the
leading particle and other particles in an event, see Fig. 24. The statistical and systematical uncertainties
are given separately.
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< pT > vs δφ
pT(lead) > 1 GeV pT(lead) > 2 GeV pT(lead) > 3 GeV

bin center value error value error value error
−3.063 0.986 ±0.001+0.013

−0.015 1.040 ±0.001+0.013
−0.014 1.212 ±0.001+0.013

−0.013
−2.910 0.981 ±0.001+0.013

−0.015 1.035 ±0.001+0.013
−0.015 1.203 ±0.001+0.013

−0.015
−2.757 0.976 ±0.001+0.013

−0.017 1.028 ±0.001+0.013
−0.019 1.193 ±0.001+0.013

−0.022
−2.604 0.967 ±0.001+0.013

−0.017 1.018 ±0.001+0.013
−0.019 1.178 ±0.001+0.013

−0.022
−2.451 0.961 ±0.001+0.013

−0.019 1.010 ±0.001+0.013
−0.021 1.168 ±0.001+0.013

−0.025
−2.298 0.954 ±0.001+0.012

−0.018 1.003 ±0.001+0.012
−0.020 1.157 ±0.001+0.012

−0.024
−2.144 0.948 ±0.001+0.012

−0.019 0.996 ±0.001+0.012
−0.021 1.148 ±0.001+0.012

−0.026
−1.991 0.945 ±0.001+0.012

−0.019 0.992 ±0.001+0.012
−0.021 1.143 ±0.001+0.012

−0.025
−1.838 0.940 ±0.001+0.012

−0.019 0.987 ±0.001+0.012
−0.022 1.137 ±0.001+0.012

−0.027
−1.685 0.936 ±0.001+0.012

−0.019 0.983 ±0.001+0.012
−0.021 1.131 ±0.001+0.012

−0.026
−1.532 0.935 ±0.001+0.012

−0.020 0.982 ±0.001+0.012
−0.023 1.131 ±0.001+0.012

−0.029
−1.379 0.931 ±0.001+0.012

−0.018 0.978 ±0.001+0.012
−0.021 1.127 ±0.001+0.012

−0.026
−1.225 0.928 ±0.001+0.012

−0.019 0.974 ±0.001+0.012
−0.021 1.122 ±0.001+0.012

−0.026
−1.072 0.928 ±0.001+0.012

−0.019 0.975 ±0.001+0.012
−0.021 1.122 ±0.001+0.012

−0.026
−0.919 0.926 ±0.001+0.012

−0.018 0.973 ±0.001+0.012
−0.021 1.121 ±0.001+0.012

−0.027
−0.766 0.927 ±0.001+0.012

−0.019 0.974 ±0.001+0.012
−0.022 1.121 ±0.001+0.012

−0.027
−0.613 0.932 ±0.001+0.013

−0.020 0.980 ±0.001+0.013
−0.023 1.128 ±0.001+0.013

−0.030
−0.460 0.942 ±0.001+0.013

−0.019 0.991 ±0.001+0.013
−0.022 1.139 ±0.001+0.013

−0.028
−0.306 0.970 ±0.001+0.013

−0.019 1.022 ±0.001+0.013
−0.021 1.177 ±0.001+0.013

−0.026
−0.153 1.021 ±0.001+0.015

−0.019 1.085 ±0.001+0.015
−0.019 1.267 ±0.001+0.015

−0.022
−0.000 1.079 ±0.001+0.014

−0.017 1.154 ±0.001+0.014
−0.016 1.367 ±0.002+0.014

−0.012
0.153 1.021 ±0.001+0.014

−0.019 1.085 ±0.001+0.014
−0.020 1.267 ±0.001+0.014

−0.021
0.306 0.969 ±0.001+0.013

−0.019 1.022 ±0.001+0.013
−0.022 1.178 ±0.001+0.013

−0.029
0.460 0.943 ±0.001+0.013

−0.019 0.991 ±0.001+0.013
−0.023 1.142 ±0.001+0.013

−0.030
0.613 0.930 ±0.001+0.012

−0.019 0.978 ±0.001+0.012
−0.022 1.125 ±0.001+0.012

−0.028
0.766 0.928 ±0.001+0.012

−0.020 0.975 ±0.001+0.012
−0.023 1.122 ±0.001+0.012

−0.028
0.919 0.926 ±0.001+0.012

−0.019 0.973 ±0.001+0.012
−0.021 1.120 ±0.001+0.012

−0.027
1.072 0.929 ±0.001+0.012

−0.020 0.976 ±0.001+0.012
−0.024 1.125 ±0.001+0.012

−0.030
1.225 0.929 ±0.001+0.012

−0.019 0.975 ±0.001+0.012
−0.022 1.122 ±0.001+0.012

−0.027
1.379 0.931 ±0.001+0.012

−0.019 0.978 ±0.001+0.012
−0.021 1.126 ±0.001+0.012

−0.026
1.532 0.934 ±0.001+0.012

−0.018 0.980 ±0.001+0.012
−0.020 1.129 ±0.001+0.012

−0.024
1.685 0.936 ±0.001+0.012

−0.019 0.983 ±0.001+0.012
−0.021 1.133 ±0.001+0.012

−0.026
1.838 0.939 ±0.001+0.012

−0.018 0.986 ±0.001+0.012
−0.020 1.135 ±0.001+0.012

−0.024
1.991 0.943 ±0.001+0.012

−0.019 0.991 ±0.001+0.012
−0.022 1.141 ±0.001+0.012

−0.026
2.144 0.949 ±0.001+0.013

−0.019 0.998 ±0.001+0.013
−0.022 1.152 ±0.001+0.013

−0.028
2.298 0.953 ±0.001+0.013

−0.018 1.002 ±0.001+0.013
−0.021 1.156 ±0.001+0.013

−0.025
2.451 0.960 ±0.001+0.013

−0.017 1.010 ±0.001+0.013
−0.019 1.167 ±0.001+0.013

−0.021
2.604 0.967 ±0.001+0.013

−0.017 1.018 ±0.001+0.013
−0.018 1.179 ±0.001+0.013

−0.021
2.757 0.974 ±0.001+0.013

−0.016 1.027 ±0.001+0.013
−0.017 1.191 ±0.001+0.013

−0.019
2.910 0.981 ±0.001+0.013

−0.015 1.034 ±0.001+0.013
−0.014 1.202 ±0.001+0.013

−0.014
3.063 0.986 ±0.001+0.013

−0.015 1.041 ±0.001+0.013
−0.015 1.213 ±0.001+0.013

−0.016

Table 3: The average transverse momenta of particles as a function of the distance between the leading
particle and other particles in an event, see Fig. 25. The statistical and systematical uncertainties are
given separately.
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< N > vs pT(lead)

Transverse region
bin center value error

1.250 0.218 ±0.000+0.024
−0.003

1.750 0.409 ±0.001+0.017
−0.001

2.500 0.712 ±0.001+0.018
−0.012

3.500 1.033 ±0.002+0.036
−0.040

5.000 1.205 ±0.002+0.065
−0.064

7.000 1.273 ±0.004+0.096
−0.083

9.500 1.277 ±0.007+0.112
−0.074

12.500 1.352 ±0.016+0.108
−0.060

15.500 1.434 ±0.030+0.089
−0.046

18.500 1.436 ±0.045+0.106
−0.099

22.000 1.509 ±0.063+0.065
−0.080

26.000 1.418 ±0.090+0.173
−0.036

30.000 1.517 ±0.137+0.213
−0.197

Table 4: The average number of particles per event in one unit interval inη andφ as a function of the
pT(lead) for the transverse region, see Fig. 26. The statistical and systematical uncertainties are given
separately.

< psum
T > GeV vspT(lead)

Transverse region
bin center value error

1.250 1.681 ±0.003+0.185
−0.024

1.750 3.528 ±0.006+0.146
−0.015

2.500 6.881 ±0.009+0.158
−0.144

3.500 10.855 ±0.019+0.440
−0.525

5.000 13.302 ±0.027+0.798
−0.835

7.000 14.481 ±0.059+1.113
−1.080

9.500 14.910 ±0.098+1.222
−1.012

12.500 16.199 ±0.231+1.268
−0.837

15.500 17.764 ±0.452+1.167
−0.643

18.500 18.247 ±0.723+1.265
−1.412

22.000 19.056 ±1.054+1.317
−1.641

26.000 16.882 ±1.373+2.054
−0.266

30.000 21.053 ±2.623+2.329
−3.342

Table 5: The average transverse momenta of particles as a function of thepT(lead) for the transverse
region, see Fig. 28. The statistical and systematical uncertainties are given separately.
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< pT > [GeV] vs N

Forward Transverse Away
bin center value error value error value error

3.000 1.021 ±0.001+0.026
−0.012 0.769 ±0.000+0.026

−0.004 0.759 ±0.000+0.026
−0.008

7.500 1.076 ±0.000+0.011
−0.012 0.886 ±0.000+0.011

−0.006 0.865 ±0.000+0.011
−0.007

12.500 1.119 ±0.001+0.013
−0.016 0.959 ±0.000+0.013

−0.011 0.939 ±0.000+0.013
−0.014

17.500 1.151 ±0.001+0.012
−0.023 1.011 ±0.001+0.012

−0.018 0.992 ±0.001+0.012
−0.021

22.500 1.180 ±0.001+0.012
−0.035 1.053 ±0.001+0.012

−0.032 1.034 ±0.001+0.012
−0.030

27.500 1.201 ±0.002+0.012
−0.043 1.087 ±0.001+0.012

−0.037 1.072 ±0.001+0.012
−0.039

32.500 1.230 ±0.004+0.011
−0.055 1.118 ±0.002+0.011

−0.053 1.102 ±0.002+0.011
−0.045

37.500 1.241 ±0.006+0.017
−0.065 1.141 ±0.004+0.017

−0.046 1.129 ±0.004+0.017
−0.052

Table 6: The average transverse momenta of particles as a function of particle multiplicity for different
regions, see Fig. 30. The statistical and systematical uncertainties are given separately.


